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[ Abstract J ' Goal

Results

Biomedical applications with large datasets can benefit | o | |
from acceleration. Graphic Processing Units(GPUs) are The serial application has already been implemented A DETECTION

particularly useful in this context as they can produce high f"”d the impleme.ntation does not provid§ real time
fidelity images in faster time. An image algorithm to images. The goal is to make the reconstruction as close

reconstruct conebeam computed tomography(CT) using 2D as real-time.
projections is implemented using GPUs. The L

Matlab MG y 3 Diff M-C IMG y 3 C-Code IMG

implementation takes slices of the target, weighs the
projection data and then filters the weighted data to
backproject the data and creates the final 3D construction.
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Fig.  Schematic physical arrangement of the 3D tomographic

The implementation is tested using mathematical
phantoms to evaluate its performance.

The Algorithm used to implement this application is epstem. The source to-rotation axis distance is d; the source-to

Feldkamp Algorithm.

detector plane distanceis D = d + d’.

Fig. Cone-beam tomography with circular source orbit and pla-
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nar equispaced detector. Diff C-CU MG y CUDA MG

{ Ba C kg roun d —_ State ()f i h e art J Feldkamp reconstruction of cone-beam data can be formulated

as a weighted filtered backprojection, First. the cone-beam pro-
jections are individually weighted and ramp filtered. producing the
xraysource  modified cone-beam proiections a(p.t). corresponding to source
positions 6. Next. the 3D image is reconstructed by a weighted

backprojection.

o Serial vs. Parallel

To define the backprojection operation, let ¥ = [z, y, 2]” de-
note position in the 3D image (i.e.. object). and let 7(0,7) =
[T1(0,7), T2(0, 7"')]T denote the ¢, t2 position of the intersection

- g l e S g g Serial implementation goes through each slice one after

with the detector plane of the source ray passing through point 7 .

CT scanner = . P ¥ E -l another, whereas the GPU kernel code contains the
and with source angle # . Then

&) 2D xcray detector operation inside for loop. That kernel is called from the References
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Engineering achieving 100x or projection formula 1s identical to the 2-D fan-beam case. except :
better speedup on GPUs that in the latter T is scalar. and 7 two dimensional. The comp- Speed-u P = 15 times [

tion 1s similar in 2D fan-beam reconstruction. where the complex-
ities of the filtering and backprojection steps are O(N* log N') and
O(N*?). respectively.

" T1(9,‘F)
GPU and CUDA J

* Theoretical peak utational cost of 3D cone-beam backprojection tor an N x N
performance: 518 GFLOPS x N image with P projections is ¢N° P, because the contri-
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code runs in several device (321) g (631)

threads across multiple GPU
4

threads, all written in C.
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* The above algorithm is an excerpt from [2]




